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Bloom Filters Harold Bloom 1970

A very popular data structure for probabilistically
determining if an item X is an element of
a set 5 without transmittingIstoring the
full set 5

the probability of a correct answer
is inversely proportional to the sizeof
the compact representation of S

Some preliminary definitions

TheBloom Filter has a chanceof answering incorrectly
To evaluate characterize its performance we
need to distinguish the ground truth from the
result of asking the Bloom Filter

groggy Positive XES Cxis in 5

Negative X S Gis not ins

Aguess is true if the guess is correct
and tale if the guess is incorrect




















































































































Hence there are four possibilities

P
I is

fact x IES

The False Positive rate CEPR is

FP numberofFalse Positives
TN numberof Negatives all of them

The False Negative Tate PNR is

FI number of False Negatives
1 Pt FN number of Positives all of them

Bloom Filters have an

Adjustable False Positive Rate FPR

Zero False Negative Rate TNR

let's see what's involved











































































































http://www.eecs.harvard.edu/~michaelm/postscripts/im2005b.pdf








Here's how Bloom Filters work

create an array of M bits all cleared zeros

For each element i of s send it thru
a hash function K times with prefixes X K gXK

h CX i modm he
h Xz i mo d m hz

o

we have Kdifferent hashes of the same input i

he is between 0 and m l of course
Set indices HI h z n g h k in the bit array
IF they are already set keep them set

To test if y.ES send j thru the K hashes
h CX j mod M h etc

check each index in the array h h z h k

IF any are 0 there is zero chance y is in S
IF all are 1 we report that j is in S but
there is a non zero chance we are wrongFalsePositive

In sum on items M bits in array k hashfunctions




















































































































Example
Set me 16 bits in array

K 2
b 4

01101 1
insert 1 element a Andsay h hash x o element 16 2

h z hash Xz element I6 5

11 04
we might insert a few more elements

t
Now check if a is in our filter

I both are 1 therefore is Gupposedly

IF we check for b and find that
h 2

hz 1
since at least one index is we know that
b is not in the original set

how do we get a false positive Say we never inserted
C into the filter But it just so happens that

I Since both are unfortunately set we

have a false positive

The false positive rate depends on the number of
elements not the length of each element




















































































































what is the FPR of a Bloom Filter fromWikipedia

Let's derive the false positive rate
Foreach trashfunction we set 1 index in the array
the probability that one of them bits is set is Ym

Probability of not being set is l Ym
Prob of not being set by k hashfunctions l Ym

Let n Is Since we will insert in elements
the probability that an index of the m bit

array isnt is l Lm Kh

Probability that air index is set is I G km kn

the Probability that K indicies are set for an

element that is not in 5 is I 4 kn k

which is approximately In k

p G em

Howmany hash functions should we use

It has been shown that K is optimal for a desired
FPR of p when K log2Cp

Eg for p 0.01 K Flogz 0.0117 16.67 7






















Howmany hash functions should we use

longversion
We want the value of K that mimizes the FPR From

Mitzeumacher
So we take the derivative ofthe FPR wet K

p l eKEjk let ex exp x for clarity

l exp Kms1
K since a exp Inca

exp In a expC Em
k

exp Isin l expC Kmt

Minimizing X also minimizes exp x

let g kind e
Kuhn

3 1nA e
m lame EMI

e Kym

This derivative is equal to 0 when k Ink 7 notshownhere

Let's substitute our optimal value ofK into
our equation for the FPR and solve form



p l e k Ink 7

l e
InG many

1h12 F

l e
In 2 Ink 7

l k Yuk 7

P G
hiking

InCp In 4 Ink F

Ink 7 luck
F In 2 C Inch

nlp mln 1h42 1h42 InG In 2

rip m
1542

m 7147 numberof bits
in array

given desired FPR of pand n

And given M and M the optimal numberof
hash functions is K F In Got an integer

Note that n 11 or
1542

and so K ing lu 2 Innit k logzp


