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This video

Recovery from failure using replicas
Coordination among replicas
Correct operation despite malicious failure
Byzantine Failures

Lamport's Solution
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Types of failure Did you read

pages324 328

Byzantine Failures are the worst kind offailure
assumes the worst possible result from
the one that messes with your alg the most
even coordinating with other servers maliciously
assume they are not obviously malicious

Techniques for masking failures page 330
Add information redundancy
parity bits
error correcting codes

add physical redundancy
multiple servers

time redundancy
repeat the request if no answer






















































































Masking failure with replication's page330

First we need a method of coordinating the servers
Here are some methods

Primary based Protocols
easier and simpler good Page308 7 5 z

single point of failure bad

remote write protocol
Any write to a data item X e.g such as a to a database table

is forwarded to the primary server bythe client
Primary performs the write
then it forwards the update to the backup servers
backups send Acknowledgements upon success

when all backups have ached primary acks
Everythingblocked until primary acks to the client

Client Primary
backup I
backup2
backup3

Active Replication 7.5 3

complex bad
no single point of failure good

a write is sent to all N replicas
events are ordered e.g usingLamport clocks
to read ask any single replica
does not scale well to large values of N






















































































Quorum based protocols
Like replicated writes

Say we have N servers

We enforce a rule that to write an update to item X
a client must first contatt at least half plus I
of the N servers Nz 1
a strict majority
Once agreement is had data item is considered
updated and a new revision number is issued

To Read at least Nkt of the servers must be
contacted to determine the current version

Cask each for version number and accept the Max

fMore generally we require that L

N is the number of replicas
Nr is the number we read from
Nw is the number we write to

then

Nrt Nw N
avoids errors from readingafterite
Nw NG
avoids write after write errors






















































































Example 1

Nr 3
N 12 servers

Nw 10 31 10712
and
10712

2 6

EYE Is tfuafokoneffmes.to
have the latest version

Neither role is violated

Example 2

Niet 71 6 12
Nw 6 GE 142 violates rule

I 3EE mw
I J K L This is a write after write error

Example3

NE I Read once write All
Nw 42






















































































Blockchain s forging into this paradigm
leader Election for deciding Primarybased Replication

cryptographic puzzle decides winner

honest nodes mark winner by adding tothe chain

Erguably µ 1
ofhonest nodes

required

Nrs Natl Not really a read once
mustbe systeman honest Nw Nkt 1
node servers is really hash rate

We say something is K fault tolerant
if it can survive faults in k of its components
and still operate correctly

To survive K silent failures
we need 1 out of KH servers to be non faulty

To survive K Byzantine Failures
we need 2kt I out of 3kt I to be non faulty

Note that 2kt I
3kt

I
3






















































































T rm em

Aj E ArpC has no solution
B

Army IT is separated byArmyB
IF Both A and Az attack at the same time Victory
otherwise they fail
Messages between A and Az require sneaking
thru Army B ie packet loss in a network

A and Az want to attack but require assurance

A Az Attack Saturday at Noon Ack if you agree
Az As I agree Ack if you get this
A Az I agree Ack if you get this
A A I agree Ack if you get this
As Az I agree Ack if you get this

No solution

Instead We relax conditions
A will attack if there is a high probability that Azwilltoo

let p be the probability of the message getting thru
A sends the message n 4p times Corn

A Az AHack at No n n times

we have evential consisentcy
That's Bitcoin wait n blocks






























ByzantineGeneralsProblem
Scenar.o Several divisions of the Byzantine Army
stand to capture an enemy city they can

coordinate

they coordinate only bymessages
Each division is led by a general
One or more generals are faulty and malicious

Can the non faulty generals find the faulty ones so
that they can coordinate

This is all an analogy Each general is a server We
ask all servers for the latest version of a file And some
are hacked into We want to discount ignore1 survive themalicious responses of the hacked servers

Our goal is to have

All loyal non faulty generals to come to the
same decision on whether to attack consensus

traitors can do what they want

we don't want the disloyal faulty generals to
trick or force the non faulty generals in the wrongplan



This is key
All generals are known
All messages are received within a bounded

time window else considered lost blockchain

Something more formal

we require an Algorithm so that

Loyal generals all report the same correct value
where u Ci is value reported by general i
i retreat or attack or an integer

attack or retreat 0 or 1
it's the simplest consensus decision ever

To make is clear who the parties involved are

we'll say that one general is a commander
and the others are lieutenants

Sometimes the commander is faulty sometimes
non faulty Sometimes it's the lieutenants etc

We are not going to sign messages with cryptography
that definitely would change things Put that aside



Let's focus on one lieutenant She's trying to determine
the consensus of the non faultynodes

Trivial case 2 generals No solution
Consider our Ltn and a commander Assume our Ltu is
non faulty
She can't tell if the commander is faulty
IF true command is attack then a non faulty commander
would send attacks
But if the true command is retreat a fault commander
would send attack as well

There is also no solution for 3 generals
How can our lieutenant determine if commander is
faulty or if the other lieutenant is faulty below
she cant distinguishscenarios and j nor and

comma II commanderJ
di agita eat gretreat

nes.AT wait
retreat attack

Commandant CommanderJ
ad ygetent eat ayyad

hesaid hesaid
retreat attack



Here's Lamport's Proof that no solution exists
for fewer than 3Mt I generals when m

of them are traitors fault

7
Proof by contradiction

Assume a solution exists for 3m generals
or fewer when m of them are faulty

let's use this assume solution to solve the
case above of m I o 3 general I is faulty
We have 3M generals total placethem in 3groups

m m m
generals geneeh generals
T T 9

theseact theseact these act like
honestly honestly traitors

Whatever assumed solution works contradicts
the four cases above
Therefore we have a contradiction and no

such solution exists QED



Important follow on note
IF messages can be signed cryptographically
And there is nosybilaltacky
And keys can be distributed correctly
And messages received in error leg due to tampering

can be corrected within a bounded time
and keys can be distributed correctly
and there are synchronized clocks to
accurately to apply the timeoutHeadlines

then a single traitor can be detected



iayggrtjsanaherithmnfgrsgm.fmin.theIee

Assumes synchronous ordered bounded broadcast
n processes Server 9 peer etc

each process i provides a value Vi to the others
non faulty

goal to let each process construct a vector
of length m such that if process i is
non faulty then V i p

Assume at most K faulty processes
Here's an example of the al g for n 4 and K I



It's four steps

s Every process sends valves Vi to ad other
processes For simplicity assume Vi i

Nonfaulty processes will send the same value to all

Faulty ones can Send a different value to each process

v
2 Igot I 2 4

fit 4k is

a
isfaulty it sends X y audz to 1,2 and4

y

STEP3LT Everyone passes their vectors to everyone else
lies and doesn't Even send out 1,2 3,4

Gets gets getsC Z X 4 I l Z X 4
2 I 2 y 4

2 2 y 4
3 Ca b c d 3 Cef h 3 i j k l

P4 4 i z z 4 4 Cl If 4

majority vote I 2 y 4 1 29 4 1 29 4
Unknown IT
we don't care what y is because we don't care what

ends up doing anyway


